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Abstract

According to the authors point of view, absence of the accepted by metrological society software based on simple 
and understandable and at the same time flexible and multipurpose mathematical apparatus is one of the restric-
tions on the way to arrangement of international comprehensive comparisons with expanded group of participants 
(hereinafter — comprehensive comparisons). General methodology of measurements adjustment by the least square 
method (LSM) may be used for this mathematical apparatus. 
Software named «Metrology Network» is defined. It was used for repeated processing of measurement results during 
the key comparisons of EURAMET.L-K1.2011 «Measurement of gage blocks by interferometer». «Metrology Network» 
software allowed to estimate simply and quickly systematic measurement error components of the gage blocks 
length measurement by each laboratory. They are called multiplicative and additive measurement standards degrees 
of equivalence. «Metrology Network» allowed to estimate strictly by LSM the uncertainties of length measurement. 
Additive degrees of equivalence are considered substantial and constant characteristics of the measurement stan-
dards for many laboratories. Thus, they coincide for steel and ceramic gage blocks. These additive degrees of equiva-
lence may be used as corrections in the process of calibration or as the reference values for further comparisons. 
The simulation of measurement results for international comprehensive comparisons with complicated structure 
was provided. For 120 laboratories divided into 12 groups, totally 2442 length measurements of the steel or ceramic 
gage blocks were provided. They form together 24 sets of 8 gage blocks and provide 24 loops of comparisons. Neces-
sity to provide the adjustment by the least square method is caused by the fact that two subgroups from each group 
of three laboratories took part in two different related loops of comparison. As a conclusion, «Metrology Network» 
software easily managed this complicated task of adjustment.  It allowed us to calculate each of 120 measurement 
standards additive degree of equivalence relative to the averaged zero for all measurement standards and multiplica-
tive degree of equivalence relative to the averaged measurement unit.

Keywords: international comprehensive comparison, gage blocks, adjustment, least square method, key comparisons 
reference value, additive and multiplicative degrees of equivalence, parameters, measurement standard, uncertainty.

1.	 Foreword

One of the metrology as a science tasks is im-
provement of the measurement results processing 
methods for receiving of more complete information 
concerning the structure of measurements biases for 
analysis. One of the modern requirements to such 
methods is their easy algorithmization for develop-
ment of new high-performance software for pro-
cessing of the measured data bulk with complicated 

structure. The purpose of this publication is to start 
discussion about all aspects of such software develop-
ment and multipurpose clear mathematical basis pro-
vided for it.

2.	 Actuality and purpose of the publication 

Key comparisons of the measurement standards 
are the highest rank of the traceability chain by the 
concept. The main purpose for next calibrations of 
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the lower rank measurement standards according to 
the traceability chain is estimation of the systematic 
measurement error component relative to the higher 
rank measurement standards. Estimation of this sys-
tematic component is called bias. In the process of 
each measurement standard comparison the degree of 
equivalence is estimated in each measurement point, 
which is actually bias in this measurement point. This 
bias (degree of equivalence) may be used as correction 
in the process of calibration of the lower rank measu
rement standard in particular measurement point.  

In the process of biases (degrees of equivalence) 
use arises a number of problems. Let’s briefly discuss 
two of them. First of them is that comparisons are 
provided in particular discrete points of the measure-
ment range. Number of these points may be smaller 
than necessary for calibration. Thus, measurement in 
the calibration process of the lower rank measurement 
standards on this particular measurement standard 
should be provided in other points, including random 
points of the measurement range. The second one 
is that reliability of biases (degrees of equivalence) is 
insufficient in each particular measurement point, in 
which comparisons were provided. Of course, the re
liability measure is the uncertainty of measurements 
by the standard. This uncertainty in particular mea-
surement point estimated by the laboratory may be 
insufficient for necessary reliability of using bias as a 
correction. 

Widely spread method to cope with this prob-
lem is the approximation of biases in measurement 
points using a particular function, by the least square 
method (LSM). Any continuous function may be used 
but the simplest and widely spread is the linear one. 
Correction is easily calculated in each point of mea-
surement range according to the parameters of func-
tion received from approximation. Likewise, uncer-
tainty of correction calculation is easily estimated 
using statistical and other data received from the ap-
proximation. The defined above is easily realized for 
all units of the metrological traceability chain, except 
the first one, which is key comparisons. However, in 
the key comparisons process the measurement results 
of the measurement standards can be compared only 

with each other. Based on the facts, biases (degrees of 
equivalence) were estimated only in the measurement 
points recently as defined in the article [1]. Biases (deg
rees of equivalence) were estimated as the differences 
between the results of the laboratory and average or 
weighted average value in this point. These simple cal-
culations are also a partial case of LSM. 

It was offered for the first time to consolidate 
mentioned simple and certain procedures of the ap-
proximation and averaging to the entire one, which 
was realized in the publications [2, 3]. This procedure 
realizes the general methodology of measurement re-
sults adjustments by the least square method. How-
ever, the key comparisons reference values (KCRV) are 
included to the offered measurement model together 
with measurement standards additive and multipli-
cative degrees of equivalence, which are coefficients 
of the linear equation. After the comparisons, they 
are estimations of the systematic measurement error 
components (biases) by each measurement standard.

As additive and multiplicative degrees of equiva-
lence are generalized characteristics of each measure-
ment standard, then correlation appears among the 
KCRV through them. Mathematically strict processing 
by LSM demands formulation and solution of the large 
number of equations. For solving the above mentioned 
problems the special equations formulated below and 
in [2, 3] are added to them. Formulating and solving the 
large number of equations is possible only using deve
loped specialized software, which is called «Metrology 
Network». 

Processing measurement results during the key 
comparisons EURAMET.L-K1.2011 «Measurement of 
gage blocks by interferometer» formulated in [4] was 
provided using particular modification according to [1]. 
On the purpose to demonstrate advantages and po-
tential of new mathematical apparatus[3] below are 
represented results of the repeated processing of the 
measurement results during comparisons [4] using 
«Metrology Network» software developed according 
to [3]. Moreover, the comparison of simulated measure-
ment results, which volume is seven times bigger than 
the measurement results according to [4] was provided 
to demonstrate comparison opportunies of any big 
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volume and complicated measurement combinations. 
This was provided to ground the opportunities of in-
ternational comprehensive comparisons arrangement 
with an expanded group of participants (hereinafter 
— comprehensive comparisons), which will include 
measurement standards of almost all national metro-
logical institutions by certain type of measurement if 
appropriate. As the types of measurements with com-
parisons deficiency exist, then the idea to provide in-
ternational comparisons is relevant.

Similar measurement models are well known. For 
example, a similar model is quite fully described in [5], 
but it is not modified for processing the results of key 
comparisons there. It does not include KCRV and does 
not apply the condition under which the sums of mul-
tiplicative and/or additive parameters of the measure-
ment standards are equal to zero.

According to our point of view, absence of the 
accepted by metrological society simple and under-
standable mathematical apparatus realized in software 
is one of the main reasons for international compre-
hensive comparisons absence.

Moreover, general methodology of measure-
ments adjustment by LSM realization allows solving 
of methodically the same and mathematically strict 
plenty of partial cases in the process of regional and 
reciprocal additional comparisons and any calibrations 
by the same «Metrology Network» software. Thus, the 
estimated KCRV such as additive and multiplicative 
measurement standards degrees of equivalence, as the 
highest rank of the metrological traceability chain may 
be used as the reference values for any further com-
parisons and calibrations. In other words, «Metrology 
Network» software may realize the metrological trace-
ability chain completely by itself.

3.	 General procedure of the key comparisons 
EURAMET.L-K1.2011 «Measurement of gage blocks by in-
terferometer»  

Key comparisons EURAMET.L-K1.2011 «Measure-
ment of gage blocks by interferometer» are described  
in [4]. Twenty-four laboratories participated in these 
comparisons. They were divided into two groups. The 

first group participated only in the loop A and the second 
one — in the loop B. Only three laboratories were the lin
king and participated in both loops A and B, they are BEV 
(Austria), METAS (Switzerland) and MIKES (Finland).

Six gage block sets were used in comparisons: 
two sets consist of eight short steel gage blocks with 
nominal length from 0,5 to 100 mm; two sets consisted 
of eight short ceramic gage blocks with nominal length 
from 0,5 to 100 mm and two sets consisted of three 
long steel gage blocks. Three of six sets were used in 
each of the measurement loops.

«Metrology Network» software repeatedly pro-
cessed only measurement results of two steel sets and 
two ceramic sets of short gage blocks. 

Consequently, measurement results only of 21 
laboratories for steel gage blocks and measurement 
results only of 20 laboratories for ceramic gage blocks 
were considered applicable for final processing.

4.	 Brief review of the mathematical apparatus for 
measurement results processing by «Metrology Net-
work» software

«Metrology Network» software is based on the 
measurement model, which is different from the mo
del defined in the report on key comparison [4]. It is de-
fined in [3] and is the following:

	 x y d b xij i j j ij= + + ⋅ , 	 (1)

where 
xij  is length value of the gage block measured by 
the measurement standard of the comparisons 
participant; 
yi  is the KCRV value assigned to gage block 

according to processing results;
d j , bj  are additive and multiplicative parameters 
of the measurement standard, for example 
additive and multiplicative degrees of equivalence;
i n=1...  is gage block number and j k=1...  is 
measurement standard number correspondingly.

Each measurement standard additive and mul-
tiplicative degrees of equivalence are estimations of 
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systematic measurement error components by these 
measurement standards (i.e. they are biases).

For better understanding of the adjustment pro-
cess, let us transform measurement model equation (1) 
into correction equation. Omitting some intermediate 
considerations let us formulate correction equation:

	 v y d b x lx i j j ij ijij
= + + ⋅ +δ δ δ ,	  (2)

where 
vxij  is correction from adjustments to measured 
values of gage block length;
δ yi , δ d j , δbj  are correction from adjustments to 
the initial KCRV and the initial values of additive 
and multiplicative measurement standard degrees 
of equivalence;
l y d b x xij i j j ij ij= + + ⋅ −0 0 0  is the constant member 
of correction equation;
y i0 , d j0 , b j0  are the initial KCRV and the initial 

values of additive and multiplicative measurement 
standard degrees of equivalence;  ? .

	 Corrections from adjustments to measured 
values of gage blocks length (2) actually are each stan-
dards degrees of equivalence in each measurement 
point v dx ijij

= . This corresponds to the basic publica-
tion [1]. Measurement results of the most comparisons 
are processed using formulae from it. 

	 Necessary quality of «Metrology Network» 
software is that measurement model (1) is easily trans-
formed to the following partial cases:

	 x yij i= ;    v y lx i ijij
= +δ ; 	 (3)

	 x y dij i j= + ;    v y d lx i j ijij
= + +δ δ ; 	 (4)

	 x y b xij i j ij= + ⋅ ;    v y b x lx i j ij ijij
= + ⋅ +δ δ  . 	 (5)

Model (3) actually is the elementary model of the 
KCRV estimation as weighted average without esti-
mation of the systematic measurement error com-
ponents. Besides, a combined solution is absent. It is 
divided into separate averaging. Thus for «Metrology 
Network» software user it is unnoticeable. This mode 

may be used to check the effect of the systematic 
measurement error components exclusion, if more 
difficult measurement models are used. 

Additive degree of equivalence was estimated for 
each measurement standard according to model (4) 
separate for steel and ceramic gage blocks. In fact, it is 
constant, which is added with its sign to each measu
red length of gage block on the mentioned measure-
ment standard and is an estimation of the systematic 
measurement error component. 

For each measurement standard the additive and 
multiplicative degrees of equivalence were estimated 
according to the full model (1) separately for steel and 
ceramic gage blocks. Thus, both some constant for 
each measurement standard and some coefficient de-
termining dependence between the measurement er-
ror by the measurement standard and measured devia-
tions of the gage blocks length from its nominal values.

Model (5) was not used, as it was proved ineffec-
tive in this particular case. 

Taking into consideration that the key compari-
sons are processed and any reference values are absent, 
then it is necessary to use a free case of comparison 
with additional summary equations according to [3]. Ad-
ditional summary equations:

	 w d dj j
j

k

( ) ⋅ =
=

∑
1

0 ;     w b bj j
j

k

( ) ⋅ =
=

∑
1

0 . 	 (6)

where 
w d j( )  and w bj( )  are a priori weight of the 
measurement standard additive and multiplicative 
degrees of equivalence.

In that particular case of repeated processing of 
the comparisons results [4] all the degrees of equiva-
lence a priori weights were considered equal. Thus, 
the simplified equation (6) will be the following:

	 d j
j

k

=
∑ =
1

0 ;    bj
j

k

=
∑ =
1

0 .	 (7)

«Metrology Network» software adds equation (7) 
to the system of analogical correction equations to (2). 
As a result, for solutions formulated below the first 
condition (7) is executed for both conditions. The first 
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necessary condition is that the same average zero is 
used for all measurements according to the measure-
ment scale. The second necessary condition is that the 
same average measurement unit is used for all measu
rements according to the measurement scale. Rela-
tive to them the measurement standard additive and 
multiplicative degrees of equivalence are calculated 
as estimations of the systematic measurement errors 
provided by them. 

Standard deviation of the gage block length 
measurement, which weight is equal to the unit is cal-
culated by a formula:

	 S
w v

r

w d

r

ij
j

k

i

n

x ij
j

k

i

n

ijij

=
⋅

=
⋅

== ==
∑∑ ∑∑
11

2

11

2

 ,	 (8)

where 
v dx ijij

=  is each measurement standards in each 
point degrees of equivalence; 
r n k n= ⋅ −  is the degrees of freedom maximum 
quantity for the elementary model (3);
r n k n k= ⋅ − − +1  is the degrees of freedom 
maximum quantity for the simplified models (4) 
and (5);
r n k n k= ⋅ − − ⋅ +2 2  is the degrees of freedom 
maximum quantity for the full model (1);

w
u xij

ij

=
σ 0
2

2( )
 is the measurement weight;

σ 0
2  is the measured value of gage block dispersion, 

which weight is considered equal to the unit;
u xij( )2  is the measured length of gage block 
dispersion xij.

Actually, the degrees of equivalence 
squares sum is minimized according to the LSM 

w v w dij
j

k

i

n

x ij
j
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i

n

ijij
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∑∑ ∑∑⋅ = ⋅ =
11

2

11

2 min by each measurement 

standard in each measurement point multiplied on 
their weights. Average or weighted average calculated 
by [1] corresponds to the same condition.

Value S  is shortly called standard deviation of 
measurement unit. It characterizes measurement un-
certainty of comparison in whole. Its decreasing in the 
process of comparison characterizes minimization of 
the systematic measurement error components influ-

ence on the final comparison results dependent on the 
obtaining measurement model.

Type A uncertainty for measurement values as-
signed to the measurement subjects according to 
comparisons results of the measurements, subjects 
(standards) additive and multiplicative degrees of 
equivalence are calculated by the formulae:

	 u y S QA i yii
( ) = ⋅ ;     u d S QA j d jj

( ) = ⋅ ;	 (9)

 u b S QA j bjj
( ) = ⋅ , 

where
Qyii, Qd jj  and  Qbjj  are corresponding diagonal 
members of the matrix inversed to the matrix of 
normal equations, which include all correlation 
connections, which appeared.

For estimation of the measurement bias impor-
tance by the measurement standards, it is offered to 
use some coefficient like normalized deviation accor­
ding to [4] (formula (36)). Difference between offered 
coefficient (10) from formulated in [4] consists in the 
fact that as denominator was taken doubled type A 
standard uncertainty received from adjustment by 
LSM using formulae (9) instead of expanded uncer-
tainty (doubled standard summary uncertainty): 

	 E
d
u dn d

j

A j
( ) ( )

=
⋅2

;   E
b
u bn b

j

A j
( ) ( )

=
⋅2

.	 (10)

Normalized deviation (10) is not calculated by 
modulus as it is done in [4]. Length drift (length change) 
of gage block with time was not calculated by «Metro
logy Network» software. Unfortunately, this software 
version does not include such an opportunity, but it is 
planned in future.

5.	 «Metrology Network» software short introduction 

«Project» is created in «Metrology Network» 
software for the solution of the formulated below and 
analogical tasks connected with processing of measu
rement results during the comparison process. For 
comparison of measurement results in the process 
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of comparisons, which is considered, «EURAMET.L-
K1.2011» project was created. It consists of separate files 
called «Solutions». For example, measurement results 
of steel and ceramic gage blocks processing is formu-
lated as separate «Solutions». Comparison of measure-
ment results for three laboratories connected by loops 
of measurements and for all laboratories, which results 
were accepted for processing, are formulated as sepa-
rate «Solutions».

In terms of each «Solution», it is easily possible 
to change software settings, for example to choose a 
measurement model (1), (3), (4) or (5). It was done du­
ring the repeated processing. Clicking on two keys is 
possible to duplicate any solution, add something new 
or delete uncertain measurement results. After this, it 
is possible to save everything as a new «Solution» and 
provide adjustment.

Each «Solution» of «Metrology Network» software 
consists of three Tables. Input data for comparisons is 
entered to the Tables and adjustment results are re-
ceived from them. 

First Table includes measurement results. It con-
sists of six columns:

•	 name of the measurement subject;
•	 name of the measurement object;
•	 measured quantity value;
•	 standard measurement uncertainty of this value;
•	 correction to measured quantity value, which 

is the degree of equivalence in the point of 
measurement;

•	 adjusted value consists of measured one plus 
correction.

Entering of the input data to the Table may be 
provided from «Word» or «Excel» tables using standard 
commands «Ctrl C», «Ctrl V», the same as for «Metro
logy Network» software information transfer to «Word» 
or «Excel» files.

Measurement subjects mean measurement stan-
dards, realizing or reproducing measurement unit 
and measurement objects mean artefacts, to which 
reference values are assigned as calculations results. 
All measurements provided by measurement subjects 

on measurement objects for this particular «Solution» 
are entered into this Table.

The second Table includes measurement objects. 
It consists of six columns:

•	  name of the measurement object;
•	  initial quantity value assigned to the measurement 

object before the adjustments;
•	 standard uncertainty of the quantity value before 

the adjustments (theoretically may be equal from 
zero to infinity);

•	  correction to quantity value from the adjustments;
•	 adjusted quantity value, assigned to the 

measurement subject after the adjustments;
•	 standard uncertainty of the adjusted quantity 

value after the adjustments.

The third Table includes measurement subjects. 
It also consists of six columns. For each measurement 
subject was defined its name and two rows of six co­
lumns each one. Separate column for additive and 
separate column for multiplicative parameter of the 
measurement subject.

For each row:

•	 check box to mark additive and/or multiplicative 
parameter or none of them can be marked (model 
(1) or (4) or (5) or (3) is used);

•	  initial value assigned to this parameter before the 
adjustment;

•	 standard uncertainty of parameter before the 
adjustments (theoretically may be equal from zero 
to infinity);

•	 correction to input parameter value from 
adjustments;

•	 adjusted parameter value, assigned to the 
measurement subject after the adjustments;

•	 standard uncertainty of the adjusted parameter 
value after the adjustments.

Names of objects and subjects entered to the 
first Table are automatically duplicated in the second 
and third Tables. There is no other way to enter new 
measurement objects and subjects.
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On default, uncertainty of all quantity values for 
measurement objects or parameters for measurement 
subjects before the adjustments is relatively considered 
equal to infinity. This status is denoted by the word 
«Free», thus it should be estimated by results of adjust-
ments. If all values and parameters have «Free» status, 
then the solution has «Free» status also [3]. 

While having the necessity of a solution strict 
binding to one or few quantity values or parameters, 
then the status of those values is changed to «Fixed». 
This means that assigned to fixed values uncertainty 
is equal to zero and in the process of normal equations 
solving their values will not get the corrections and all 
other adjusted values will be bounded to fixed ones 
considering all correlation links. If at least one value or 
parameter is fixed, then the solution will have «Fixed» 
status also [3].

Additive and multiplicative parameters of measu
rement subjects may be included or excluded, fixed or 
free in any combination. In any combination with them 
may be fixed or free quantity values assigned to measu­
rement objects as well.

Intermediate adjustment between «Free» and 
«Fixed» may be provided. One, several or all quantity 
values assigned to measurement objects or parameters 
of subjects have uncertainty comparable to measure-
ment uncertainty. Adjustment in that case refers to 
those values but changes them using new measure-
ments. Such values have «Dependent» status.  If at least 
one has «Dependent» status among those, which have 
«Free» status, then the solution will have «Dependent» 
status also. If at least one has «Fixed» status among 
those, which have «Dependent» status, then the solu-
tion will have «Fixed» status also. 

Quantity values assigned to the objects, additive 
and multiplicative parameters of measurement sub-
jects may have any uncertainty in any combination 
with included or excluded, fixed or free quantity val-
ues and parameters.

Pseudo-inverted matrix of normal equations is al-
ways used in «Metrology Network» software for normal 
equations solving according to [6]. This slightly slows 
down the process of adjustment by «Metrology Net-
work» software, but frees from the necessity to check if 

the matrix of the normal equations degenerates in the 
process of inversion.

6.	 Analyses of measurement standard additive de-
grees of equivalence as estimations of the systematic 
measurement error components by them 

Three laboratories BEV, METAS and MIKES ac-
cording to [4] provided measurements in two loops A 
and B for both steel and ceramic gage blocks. Thus, 
linking of all measurements for two loops is provided 
through their measurements. The decision to process 
these measurements separately was made considering 
their importance.

As it was mentioned above the adequacy criteria of 
used measurement model to any measurement results 
is standard measurement deviation of weight unit S . If 
a more complicated model provides a quantity value of 
standard deviation considerable decrease, it means that 
the measurement model is adequate and some estimat-
ed parameters of the model are estimations of the re
levant systematic measurement error components. 

For elementary model (3) the following estima-
tions of standard deviation of weight unit are 12,8 nm 
for steel gage blocks and 8,3 nm for ceramic gage 
blocks. After the adjustment using simplified model (4) 
these quantity values decreased to 9,5 nm and 5,4 nm 
that is 26% and 34% correspondingly. This difference 
is rather considerable. 

Processing results by simplified model (4) and con-
dition (7) are represented in Table 1. Standard type A 
uncertainties in Table 1 and the following ones are cal-
culated by the formulae (9) and normalized deviations 
En d( )  by the formula (10).

The following conclusions may be done according 
to Table 1:

1.	 Measurement standard additive degrees of 
equivalence, which are estimations of the systematic 
measurement error components of gage blocks length 
measurement by measurement standards (biases) are 
very considerable for two standards of three.

2.	 For these three laboratories this systematic 
measurement error component does not depend on 
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the production material of gage block. Quantity values 
are close for both steel and ceramic gage blocks.

3.	 Measurement results by three laboratories are 
completely reliable for linking measurement results in 
different loops, nevertheless, taking into account sys-
tematic measurement error component according to 
model (4) is necessary. 

Additive degrees of equivalence calculated by 
model (4) for all comparisons participants standards 
included for processing are represented in Table 2. 
Calculation results for steel and ceramic gage blocks 
are represented separately as in Table 1. Data from 21 
laboratories, which measured steel gage blocks length 
and 20 laboratories, which measured ceramic gage 
blocks, was completely processed out of 24 laborato-
ries announced for comparisons.

For elementary model (3) the following estima-
tions of standard deviation of weight unit are 12,8 nm 
for steel gage blocks and 13,8 nm for ceramic gage 
blocks. After the adjustment using simplified model (4) 
these quantity values decreased to 10,5 nm and 10,1 nm 
that is 18% and 27% correspondingly. This difference is 
rather considerable.

A priori standard deviation of gage blocks length 
measurement, which was used as numerator in for-
mula of measurement weights calculation (8) and for 
which the weight was considered equal to the unit, 
that is σ 0 =10 nm. This is very close to experimental 
standard deviations after the measurement results of 
steel and ceramic gage blocks length adjustments, par-
ticularly 10,5 nm and 10,1 nm. This fact means that 
measurement participants on average estimated their 
own measurement uncertainties adequately. The best 

convergence was received only after additive degrees 
of equivalence were excluded from estimation of stan-
dard uncertainty of weight unit according to (8) in the 
process of adjustment by model (4).

Prior analyses of corrections form adjustments 
(2) to measurement results of steel gage blocks length 
by three linking laboratories demonstrated that stan-
dard deviation after adjustment by model (4) for BEV is 
7,5 nm, for METAS is 8,1 nm and for MIKES is 13,4 nm. 
Announced by laboratories, standard measurement 
uncertainties in the length of gage blocks range from 
0,5 nm to 100 nm are for BEV 15 nm, for METAS from 9,5 
to 13 nm and for MIKES from 10 to 18 nm. This proves 
the possibility to consider the question of analyzing 
adequacy of announced estimations of measurement 
uncertainties by the laboratories compared to statisti-
cal estimations received in the process of adjustment. 
«Metrology Network» may easily realize this function.

The following conclusions may be done according 
to Table 2:

1.	 For the first group of participants, measure-
ment standards additive degrees of equivalence re-
ceived for steel and ceramic gage blocks are close 
enough (upper part of Table 2). This fact is positive. 
For the second group (lower part of Table 2) difference 
is considerable and should be the subject of analyses 
by the laboratories.

2.	 Fifteen of forty one of measurement standards 
degrees of equivalence exceed its doubled standard 
uncertainty (coefficient − ≥ ≥1 1En ). For other four 
coefficient is − ≥ ≥0 9 0 9, ,En . It means that for more 
than the third part of measurement standards measu
rement bias of gage blocks length is considerable.
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Results of EURAMET.L-K1.2011 from [4] Results of adjustment of EURAMET.L-K1.2011 by LSM freedom 
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Results of EURAMET.L-K1.2011 from [4] Results of adjustment of EURAMET.L-K1.2011 by LSM freedom 
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Nominal 
length, 
mm

Diffe-
rences,
nm
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uncertainty,
nm
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uncertainty,
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uncertainty,
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rences,
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Loop Reference 
value, nm
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value, nm

Second group of participants
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Table 1. Measurement standard additive degrees of equivalence, which are linking between two loops
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3.	 Only for six measurement standards CMI, 
MIKES, GUM, SMD, LNE, VSL measurement biases may 
be accepted as not considerable for both steel and ce-
ramic gage blocks simultaneously.

4.	 Differences between additive degrees of 
equivalence (biases) for steel and ceramic gage blocks 

represented in the last column of Table 2 mean their 
constant character for measurement standards of 
the first group. Thus, only four of 11 exceed standard 
measurement deviations of the biases. For the second 
group differences are very considerable, nevertheless, 
they exceed their standard deviations several times.
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Results of EURAMET.L-K1.2011 from [4] Results of adjustment of EURAMET.L-K1.2011 by LSM freedom 
case with summary equation

1

A

B

2

0.5

1.15

3

5

7

23.5

80

100

0.5

1.15

3

5

7

23.5

80

100

3

48.6

135.2

83.5

79.0

-130.5

41.8

158.9

-10.8

64.7

131.3

49.1

52.7

76.4

43.1

133.7

330.1

4

3.3

3.3

3.3

3.3

3.5

3.7

5.2

5.6

3.1

3.2

3.4

3.2

3.3

3.3

4.7

5.2

6

4.1

4.1

4.1

4.1

3.9

4.3

5.0

5.3

4.1

4.1

4.1

4.1

4.1

4.3

5.0

5.3

7

-4.6

-4.0

-1.2

-4.1

-4.3

7.6

11.2

6.9

-4.0

-0.3

-2.8

-1.4

2.4

-2.6

0.1

-4.3

8

48.9

135.3

83.7

79.3

-126.4

39.3

153.0

-12.5

68.3

135.2

48.5

56.5

81.1

46.0

129.2

325.5

5

53.2

139.2

84.7

83.1

-126.2

34.2

147.7

-17.7

68.7

131.6

51.9

54.1

78.3

45.7

133.6

334.4

10

-0.3

-0.1

-0.2

-0.3

-4.1

2.5

5.9

1.7

-3.6

-3.9

0.6

-3.8

-4.7

-2.9

4.5

4.6

9

3.8

3.8

3.8

3.8

3.7

4.1

5.5

5.9

3.6

3.7

3.8

3.6

3.8

3.8

4.9

5.3

y y
∆i

i
EUR

i

=
= −y y

∆i

i
EUR

i

=
= −

Yi yi
EUR u yi( ) u yi( ) u yi( )yi yi

Reference 
value, nm

Reference 
value, nm

Reference 
value, nm

Т4

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

44.1

74.4

1.9

74.7

63.5

31.6

3.8

45.9

-71.4

35.7

122.3

19

24

20

24

34

22

22

21

38

18

21

1.16

1.55

1.56

0.93

1.09

-0.94

0.99

5.82

-4.0

10.8

6.6

9.3

-15.1

-15.3

34.4

-133

42.4

22.1

-54.4

45

82

40

58

43

58

53

67

60

37

68

-0.99

Steel gage blocks Ceramic gage blocks

bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )

Steel gage blocks Ceramic gage blocks

bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )

Nominal 
length, 
mm

Diffe-
rences,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Diffe-
rences,
nm

Loop Reference 
value, nm

Reference 
value, nm

Reference 
value, nm

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

-5.0

17.2

1.5

-28.4

10.4

-6.8

-10.7

16.2

-3.3

17.1

4.0

4.4

4.9

9.7

4.3

5.7

4.1

6.8

4.8

8.5

1.95

-1.46

1.21

-1.30

1.19

1.01

19.2

—

24.4

-9.2

-8.1

-29.2

-5.9

26.7

-14.5

27.5

6.0

—

7.3

9.2

5.8

6.6

5.4

17.6

9.0

18.4

1.88

1.67

-2.21

24.2

—

-22.9

-19.2

18.3

22.4

-4.8

-9.3

10.5

-10.4

Loop

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

9.3

-159

52

-395

2.4

107

32.6

-26.2

-24.0

-25.3

26

40

31

221

37

37

33

96

28

75

-1.99

0.90

1.45

-52.8

—

-29.5

41

28.0

53.3

50.9

-44.4

-55.0

105.3

56

—

65

88

59

71

53

167

87

116

Laboratory

Table 2. Additive degrees of equivalence for all comparisons participants standards included for processing
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5.	 Constant character of measurement biases by 
each measurement standard of the first group gives 
the opportunity to use them as corrections in the pro-
cess of calibration and as reference values for further 
comparisons.

7.	 Combined analysis of measurement standards  
additive and multiplicative degrees of equivalence  

In the process of adjustment according to the 
measurement model (1) approximation was provided 
by linear function of the measurement errors by each 
measurement standard together with the KCRV calcu-
lation. Measurement standards additive and multiplica-
tive degrees of equivalence actually are these coeffi-
cients of approximating linear functions. In the previous 
section, additive degree of equivalence was proved to 
have constant character for many laboratories. The aim 
of this section is to check if the multiplicative degree of 
equivalence has the same constant character according 

to the comparisons results [4]. Moreover, it is necessary 
to check how it interacts with the additive one. 

As it was mentioned above, model (4) provided es-
timation of standard measurement deviation of weight 
unit for steel gage blocks 10,5 nm. After the adjustment 
by full model (1) this value decreased to 8,4 nm, that is 
20%. This is rather considerable. 

Model (1) compared to model (4) for ceramic gage 
blocks provided a slight increase of standard measure-
ment deviation of weight unit from 10,1 nm to 10,4 nm. 
This proves full model (1) to be not better than the sim-
plified (4) in this particular case. 

In Tables 3 and 4, separately additive and multipli-
cative degrees of equivalence are represented for the 
comparisons participants measurement standards re-
ceived by the full model (1).

«Metrology Network» software calculates multi-
plicative degrees of equivalence in this particular case of 
adjustment, expressed as a coefficient of linear equation 
in nanometers by micrometer (nm/µm). For example, if 

Т1

Laboratory

BEV  

METAS  

MIKES 

8.7

-11.7

3.0

3.5

3.1

3.2

1.24

1.92

0.47

6.5

-9.3

2.8

2.4

2.3

2.2

1.35

2.02

0.64

2.2

-2.4

0.2

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Т2

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

8.9

1.1

2.9

2.6

3.7

-1.7

3.1

-3.7

-2.5

-11.8

-17.2

4.0

5.0

3.1

5.0

4.0

3.8

4.4

4.4

5.2

2.9

4.3

1.11

-2.03

-2.00

6.8

5.3

3.2

0.3

-1.0

-4.4

-2.8

-7.4

-8.3

-9.0

-22.1

3.8

5.2

2.9

4.4

3.4

3.7

3.9

4.2

5.0

3.2

4.0

0.90

-0.90

-1.40

-2.76

2.1

-4.2

-0.3

2.3

4.7

2.7

5.9

3.7

5.8

-2.8

4.9

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

-3.9

25.0

-0.8

-20.0

11.8

-13.2

-11.3

12.8

-1.7

15.8

4.4

5.1

5.4

10.9

5.1

6.2

4.5

6.8

5.8

10.5

2.45

-0.92

1.16

-1.06

-1.26

0.94

16.2

—

22.7

-7.0

-6.5

-27.7

-3.2

22.1

-18.9

41.7

4.3

—

5.1

8.0

4.9

6.1

4.5

6.3

5.7

9.7

1.88

—

2.23

-2.27

1.75

-1.66

2.15

20.1

—

-23.5

-13.0

18.3

14.5

-8.1

-9.3

17.2

-25.9

Т3

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

10.5

2.8

2.1

5.0

4.1

-0.9

2.2

-2.4

-8.5

-10.5

-12.5

3.5

4.1

2.6

4.1

3.4

3.2

3.7

3.7

4.7

2.5

3.5

1.50

-0.90

-2.10

-1.78

7.0

4.7

2.6

-0.6

-0.8

-2.9

-5.8

4.3

-10.4

-10.5

-18.3

5.6

8.9

4.3

7.2

4.4

6.1

6.3

7.2

5.9

4.2

6.2

-1.25

-1.48

3.5

-1.9

-0.5

5.6

4.9

2.0

8.0

-6.7

1.9

0.0

5.8

LaboratoryLoop

Т5

Nominal 
length, 
mm

Diffe-
rences,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Diffe-
rences,
nm

Results of EURAMET.L-K1.2011 from [4] Results of adjustment of EURAMET.L-K1.2011 by LSM freedom 
case with summary equation

Loop

1

A

B

2

0.5

1.15

3

5

7

23.5

80

100

0.5

1.15

3

5

7

23.5

80

100

3

-3.8

-44.5

56.1

21.7

-103.2

-99.6

-244.1

-540.6

34.8

25.2

25.5

-70.1

34.4

134.8

-332.4

-714.9

4

3.5

3.2

3.1

3.1

3.2

3.6

5.3

6.0

3.2

3.1

3.3

3.1

3.2

3.4

4.6

5.7

6

6.4

6.4

6.4

6.4

6.4

6.7

8.5

8.5

6.4

6.4

6.4

6.4

6.4

6.7

8.4

9.0

7

-7.5

4.5

-0.9

-0.4

2.4

2.3

2.2

-0.7

-3.2

0.3

-4.9

1.0

2.4

-1.0

-2.3

-0.2

8

-2.7

-47.4

56.2

21.0

-102.3

-102.0

-244.2

-534.7

37.2

26.8

28.2

-68.0

36.0

136.7

-331.1

-727.7

5

3.7

-48.8

57.0

22.1

-105.6

-101.9

-246.3

-539.9

38.0

24.9

30.4

-71.1

32.0

135.8

-330.1

-714.7

10

-1.1

2.9

-0.1

0.7

-0.9

2.4

0.1

-5.9

-2.4

-1.6

-2.7

-2.1

-1.6

-1.9

-1.1

12.8

9

4.1

3.7

3.8

3.8

4.2

3.9

5.8

6.4

3.8

3.8

3.9

3.8

3.8

4.0

5.2

6.0

y y
∆i

i
EUR

i

=
= −y y

∆i

i
EUR

i

=
= −

Yi yi
EUR u yi( ) u yi( ) u yi( )yi yi

Т6

Results of EURAMET.L-K1.2011 from [4] Results of adjustment of EURAMET.L-K1.2011 by LSM freedom 
case with summary equation

1

A

B

2

0.5

1.15

3

5

7

23.5

80

100

0.5

1.15

3

5

7

23.5

80

100

3

48.6

135.2

83.5

79.0

-130.5

41.8

158.9

-10.8

64.7

131.3

49.1

52.7

76.4

43.1

133.7

330.1

4

3.3

3.3

3.3

3.3

3.5

3.7

5.2

5.6

3.1

3.2

3.4

3.2

3.3

3.3

4.7

5.2

6

4.1

4.1

4.1

4.1

3.9

4.3

5.0

5.3

4.1

4.1

4.1

4.1

4.1

4.3

5.0

5.3

7

-4.6

-4.0

-1.2

-4.1

-4.3

7.6

11.2

6.9

-4.0

-0.3

-2.8

-1.4

2.4

-2.6

0.1

-4.3

8

48.9

135.3

83.7

79.3

-126.4

39.3

153.0

-12.5

68.3

135.2

48.5

56.5

81.1

46.0

129.2

325.5

5

53.2

139.2

84.7

83.1

-126.2

34.2

147.7

-17.7

68.7

131.6

51.9

54.1

78.3

45.7

133.6

334.4

10

-0.3

-0.1

-0.2

-0.3

-4.1

2.5

5.9

1.7

-3.6

-3.9

0.6

-3.8

-4.7

-2.9

4.5

4.6

9

3.8

3.8

3.8

3.8

3.7

4.1

5.5

5.9

3.6

3.7

3.8

3.6

3.8

3.8

4.9

5.3

y y
∆i

i
EUR

i

=
= −y y

∆i

i
EUR

i

=
= −

Yi yi
EUR u yi( ) u yi( ) u yi( )yi yi

Reference 
value, nm

Reference 
value, nm

Reference 
value, nm

Т4

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

44.1

74.4

1.9

74.7

63.5

31.6

3.8

45.9

-71.4

35.7

122.3

19

24

20

24

34

22

22

21

38

18

21

1.16

1.55

1.56

0.93

1.09

-0.94

0.99

5.82

-4.0

10.8

6.6

9.3

-15.1

-15.3

34.4

-133

42.4

22.1

-54.4

45

82

40

58

43

58

53

67

60

37

68

-0.99

Steel gage blocks Ceramic gage blocks

bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )

Steel gage blocks Ceramic gage blocks

bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )

Nominal 
length, 
mm

Diffe-
rences,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Diffe-
rences,
nm

Loop Reference 
value, nm

Reference 
value, nm

Reference 
value, nm

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

-5.0

17.2

1.5

-28.4

10.4

-6.8

-10.7

16.2

-3.3

17.1

4.0

4.4

4.9

9.7

4.3

5.7

4.1

6.8

4.8

8.5

1.95

-1.46

1.21

-1.30

1.19

1.01

19.2

—

24.4

-9.2

-8.1

-29.2

-5.9

26.7

-14.5

27.5

6.0

—

7.3

9.2

5.8

6.6

5.4

17.6

9.0

18.4

1.88

1.67

-2.21

24.2

—

-22.9

-19.2

18.3

22.4

-4.8

-9.3

10.5

-10.4

Loop

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

9.3

-159

52

-395

2.4

107

32.6

-26.2

-24.0

-25.3

26

40

31

221

37

37

33

96

28

75

-1.99

0.90

1.45

-52.8

—

-29.5

41

28.0

53.3

50.9

-44.4

-55.0

105.3

56

—

65

88

59

71

53

167

87

116

Laboratory

Table  3. Additive degrees of equivalence for all comparisons participants standards included for processing  
by model (1)
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Т1

Laboratory

BEV  

METAS  

MIKES 

8.7

-11.7

3.0

3.5

3.1

3.2

1.24

1.92

0.47

6.5

-9.3

2.8

2.4

2.3

2.2

1.35

2.02

0.64

2.2

-2.4

0.2

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Т2

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV
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10.8

6.6

9.3

-15.1

-15.3

34.4

-133

42.4

22.1

-54.4

45

82

40

58

43

58

53

67

60

37

68

-0.99

Steel gage blocks Ceramic gage blocks

bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )

Steel gage blocks Ceramic gage blocks

bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )

Nominal 
length, 
mm

Diffe-
rences,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Diffe-
rences,
nm

Loop Reference 
value, nm

Reference 
value, nm

Reference 
value, nm

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

-5.0

17.2

1.5

-28.4

10.4

-6.8

-10.7

16.2

-3.3

17.1

4.0

4.4

4.9

9.7

4.3

5.7

4.1

6.8

4.8

8.5

1.95

-1.46

1.21

-1.30

1.19

1.01

19.2

—

24.4

-9.2

-8.1

-29.2

-5.9

26.7

-14.5

27.5

6.0

—

7.3

9.2

5.8

6.6

5.4

17.6

9.0

18.4

1.88

1.67

-2.21

24.2

—

-22.9

-19.2

18.3

22.4

-4.8

-9.3

10.5

-10.4

Loop

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

9.3

-159

52

-395

2.4

107

32.6

-26.2

-24.0

-25.3

26

40

31

221

37

37

33

96

28

75

-1.99

0.90

1.45

-52.8

—

-29.5

41

28.0

53.3

50.9

-44.4

-55.0

105.3

56

—

65

88

59

71

53

167

87

116

Laboratory

Table  3. Additive degrees of equivalence for all comparisons participants standards included for processing  
by model (1). (Continuation)

Table 4. Multiplicative degrees of equivalence for all comparisons participants standards included for 
processing by model (1)

https://mi-journal-online.org/index.php/journal
https://doi.org/10.33955/v2(2021)-009
https://mi-journal-online.org/index.php/journal


MEASUREMENTS INFRASTRUCTURE
Measurements infrastructure  Vol. 2 (2021) MI_009_120521		  https://doi.org/10.33955/v2(2021)-009

www.mi-journal-online.org	 12	 © 2021 Measurements infrastructure

this coefficient is equal to 44 nm/µm, then measure-
ment bias by measurement standard is 44 nanometers 
by one micrometer (1000 nanometers) of the gage block 
length deviation from nominal. The same measurement 
units express uncertainty of these coefficients.

According to Tables 3 and 4: 

1.	 The most standards additive degrees of 
equivalence calculated by simplified model (4) and full 
model (1) differ noticeably by quantity but changes are 
not considerable. Thus, standards additive degrees of 
equivalence are left as constant characteristics for 
the first group. For the second group they differ con-
siderably.

2.	 Measurement standards multiplicative de-
grees of equivalence represented in Table 4 do not 
have constant character. For most laboratories, they 
are considerably different for steel and ceramic gage 
blocks.

3.	 Uncertainty of multiplicative degrees of equi
valence are much better for steel gage blocks than for 

ceramic one. This is caused by the fact that values of 
gage blocks deviations from their nominal values for 
steel gage blocks are evenly distributed in the measu
rement range and have negative and positive values 
(Table 5). For ceramic gage blocks this range is shorter 
and the deviations are clustered (not evenly distribut-
ed), mostly having positive value (Table 6).

4.	 Some laboratories have large additive and/or 
multiplicative degrees of equivalence and are rather dif-
ferent for steel and ceramic gage blocks in Table 3 and 
4. Based on this all measurements provided by these 
laboratories may be excluded from calculations of the 
KCRV in the first round and in the second one may be 
calculated referring to new reference values.

8.	 Comprehensive analysis of the KCRV from report 
on key comparisons and according to adjustment by the 
«Metrology Network» software  

In columns 3 and 4 of Tables 5 and 6, KCRV and 
their standard uncertainties are entered from a report 

Т1

Laboratory

BEV  

METAS  

MIKES 

8.7

-11.7

3.0

3.5

3.1

3.2

1.24

1.92

0.47

6.5

-9.3

2.8

2.4

2.3

2.2

1.35

2.02

0.64

2.2

-2.4

0.2

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Т2

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

8.9

1.1

2.9

2.6

3.7

-1.7

3.1

-3.7

-2.5

-11.8

-17.2

4.0

5.0

3.1

5.0

4.0

3.8

4.4

4.4

5.2

2.9

4.3

1.11

-2.03

-2.00

6.8

5.3

3.2

0.3

-1.0

-4.4

-2.8

-7.4

-8.3

-9.0

-22.1

3.8

5.2

2.9

4.4

3.4

3.7

3.9

4.2

5.0

3.2

4.0

0.90

-0.90

-1.40

-2.76

2.1

-4.2

-0.3

2.3

4.7

2.7

5.9

3.7

5.8

-2.8

4.9

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

-3.9

25.0

-0.8

-20.0

11.8

-13.2

-11.3

12.8

-1.7

15.8

4.4

5.1

5.4

10.9

5.1

6.2

4.5

6.8

5.8

10.5

2.45

-0.92

1.16

-1.06

-1.26

0.94

16.2

—

22.7

-7.0

-6.5

-27.7

-3.2

22.1

-18.9

41.7

4.3

—

5.1

8.0

4.9

6.1

4.5

6.3

5.7

9.7

1.88

—

2.23

-2.27

1.75

-1.66

2.15

20.1

—

-23.5

-13.0

18.3

14.5

-8.1

-9.3

17.2

-25.9

Т3

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

10.5

2.8

2.1

5.0

4.1

-0.9

2.2

-2.4

-8.5

-10.5

-12.5

3.5

4.1

2.6

4.1

3.4

3.2

3.7

3.7

4.7

2.5

3.5

1.50

-0.90

-2.10

-1.78

7.0

4.7

2.6

-0.6

-0.8

-2.9

-5.8

4.3

-10.4

-10.5

-18.3

5.6

8.9

4.3

7.2

4.4

6.1

6.3

7.2

5.9

4.2

6.2

-1.25

-1.48

3.5

-1.9

-0.5

5.6

4.9

2.0

8.0

-6.7

1.9

0.0

5.8

LaboratoryLoop

Т5

Nominal 
length, 
mm

Diffe-
rences,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Diffe-
rences,
nm

Results of EURAMET.L-K1.2011 from [4] Results of adjustment of EURAMET.L-K1.2011 by LSM freedom 
case with summary equation

Loop

1

A

B

2

0.5

1.15

3

5

7

23.5

80

100

0.5

1.15

3

5

7

23.5

80

100

3

-3.8

-44.5

56.1

21.7

-103.2

-99.6

-244.1

-540.6

34.8

25.2

25.5

-70.1

34.4

134.8

-332.4

-714.9

4

3.5

3.2

3.1

3.1

3.2

3.6

5.3

6.0

3.2

3.1

3.3

3.1

3.2

3.4

4.6

5.7

6

6.4

6.4

6.4

6.4

6.4

6.7

8.5

8.5

6.4

6.4

6.4

6.4

6.4

6.7

8.4

9.0

7

-7.5

4.5

-0.9

-0.4

2.4

2.3

2.2

-0.7

-3.2

0.3

-4.9

1.0

2.4

-1.0

-2.3

-0.2

8

-2.7

-47.4

56.2

21.0

-102.3

-102.0

-244.2

-534.7

37.2

26.8

28.2

-68.0

36.0

136.7

-331.1

-727.7

5

3.7

-48.8

57.0

22.1

-105.6

-101.9

-246.3

-539.9

38.0

24.9

30.4

-71.1

32.0

135.8

-330.1

-714.7

10

-1.1

2.9

-0.1

0.7

-0.9

2.4

0.1

-5.9

-2.4

-1.6

-2.7

-2.1

-1.6

-1.9

-1.1

12.8

9

4.1

3.7

3.8

3.8

4.2

3.9

5.8

6.4

3.8

3.8

3.9

3.8

3.8

4.0

5.2

6.0

y y
∆i

i
EUR

i

=
= −y y

∆i

i
EUR

i

=
= −

Yi yi
EUR u yi( ) u yi( ) u yi( )yi yi

Т6

Results of EURAMET.L-K1.2011 from [4] Results of adjustment of EURAMET.L-K1.2011 by LSM freedom 
case with summary equation

1

A

B

2

0.5

1.15

3

5

7

23.5

80

100

0.5

1.15

3

5

7

23.5

80

100

3

48.6

135.2

83.5

79.0

-130.5

41.8

158.9

-10.8

64.7

131.3

49.1

52.7

76.4

43.1

133.7

330.1

4

3.3

3.3

3.3

3.3

3.5

3.7

5.2

5.6

3.1

3.2

3.4

3.2

3.3

3.3

4.7

5.2

6

4.1

4.1

4.1

4.1

3.9

4.3

5.0

5.3

4.1

4.1

4.1

4.1

4.1

4.3

5.0

5.3

7

-4.6

-4.0

-1.2

-4.1

-4.3

7.6

11.2

6.9

-4.0

-0.3

-2.8

-1.4

2.4

-2.6

0.1

-4.3

8

48.9

135.3

83.7

79.3

-126.4

39.3

153.0

-12.5

68.3

135.2

48.5

56.5

81.1

46.0

129.2

325.5

5

53.2

139.2

84.7

83.1

-126.2

34.2

147.7

-17.7

68.7

131.6

51.9

54.1

78.3

45.7

133.6

334.4

10

-0.3

-0.1

-0.2

-0.3

-4.1

2.5

5.9

1.7

-3.6

-3.9

0.6

-3.8

-4.7

-2.9

4.5

4.6

9

3.8

3.8

3.8

3.8

3.7

4.1

5.5

5.9

3.6

3.7

3.8

3.6

3.8

3.8

4.9

5.3

y y
∆i

i
EUR

i

=
= −y y

∆i

i
EUR

i

=
= −

Yi yi
EUR u yi( ) u yi( ) u yi( )yi yi

Reference 
value, nm

Reference 
value, nm

Reference 
value, nm

Т4

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

44.1

74.4

1.9

74.7

63.5

31.6

3.8

45.9

-71.4

35.7

122.3

19

24

20

24

34

22

22

21

38

18

21

1.16

1.55

1.56

0.93

1.09

-0.94

0.99

5.82

-4.0

10.8

6.6

9.3

-15.1

-15.3

34.4

-133

42.4

22.1

-54.4

45

82

40

58

43

58

53

67

60

37

68

-0.99

Steel gage blocks Ceramic gage blocks

bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )

Steel gage blocks Ceramic gage blocks

bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )

Nominal 
length, 
mm

Diffe-
rences,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Diffe-
rences,
nm

Loop Reference 
value, nm

Reference 
value, nm

Reference 
value, nm

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

-5.0

17.2

1.5

-28.4

10.4

-6.8

-10.7

16.2

-3.3

17.1

4.0

4.4

4.9

9.7

4.3

5.7

4.1

6.8

4.8

8.5

1.95

-1.46

1.21

-1.30

1.19

1.01

19.2

—

24.4

-9.2

-8.1

-29.2

-5.9

26.7

-14.5

27.5

6.0

—

7.3

9.2

5.8

6.6

5.4

17.6

9.0

18.4

1.88

1.67

-2.21

24.2

—

-22.9

-19.2

18.3

22.4

-4.8

-9.3

10.5

-10.4

Loop

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

9.3

-159

52

-395

2.4

107

32.6

-26.2

-24.0

-25.3

26

40

31

221

37

37

33

96

28

75

-1.99

0.90

1.45

-52.8

—

-29.5

41

28.0

53.3

50.9

-44.4

-55.0

105.3

56

—

65

88

59

71

53

167

87

116

Laboratory

Table 4. Multiplicative degrees of equivalence for all comparisons participants standards included  
for processing by model (1). (Continuation)
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on key comparisons [4], correspondingly for steel and 
ceramic gage blocks.

In columns 5 and 6 of Tables 5 and 6, KCRV and 
their standard uncertainties are entered based on ad-
justments results by «Metrology Network» software 
of three linking laboratories BEV, METAS and MIKES, 
correspondingly for steel and ceramic gage blocks ac-
cording to model (4). 

In columns 8 and 9 of Tables 5 and 6, KCRV and 
their standard uncertainties are entered based on ad-
justments results by «Metrology Network» software 
of all participating laboratories, which results were 
allowed to adjustment, correspondingly for steel and 
ceramic gage blocks according to model (4). 

In Table 5 measured length for two steel 100 mm 
gage blocks from [4] was calculated taking into account 

Т1

Laboratory

BEV  

METAS  

MIKES 

8.7

-11.7

3.0

3.5

3.1

3.2

1.24

1.92

0.47

6.5

-9.3

2.8

2.4

2.3

2.2

1.35

2.02

0.64

2.2

-2.4

0.2

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Steel gage blocks Ceramic gage blocks

dj, nm u dA j( ), nm dj, nm u dA j( ), nm E     n d( )E     n d( )

Difference
     , nmδdj

Т2

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

8.9

1.1

2.9

2.6

3.7

-1.7

3.1

-3.7

-2.5

-11.8

-17.2

4.0

5.0

3.1

5.0

4.0

3.8

4.4

4.4

5.2

2.9

4.3

1.11

-2.03

-2.00

6.8

5.3

3.2

0.3

-1.0

-4.4

-2.8

-7.4

-8.3

-9.0

-22.1

3.8

5.2

2.9

4.4

3.4

3.7

3.9

4.2

5.0

3.2

4.0

0.90

-0.90

-1.40

-2.76

2.1

-4.2

-0.3

2.3

4.7

2.7

5.9

3.7

5.8

-2.8

4.9

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

-3.9

25.0

-0.8

-20.0

11.8

-13.2

-11.3

12.8

-1.7

15.8

4.4

5.1

5.4

10.9

5.1

6.2

4.5

6.8

5.8

10.5

2.45

-0.92

1.16

-1.06

-1.26

0.94

16.2

—

22.7

-7.0

-6.5

-27.7

-3.2

22.1

-18.9

41.7

4.3

—

5.1

8.0

4.9

6.1

4.5

6.3

5.7

9.7

1.88

—

2.23

-2.27

1.75

-1.66

2.15

20.1

—

-23.5

-13.0

18.3

14.5

-8.1

-9.3

17.2

-25.9

Т3

Laboratory

First group of participants

Loop

A B

B

A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

10.5

2.8

2.1
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A B

B

B

B

B

B

A

A B

B

BEV

CMI 

MIKES 

GUM 

SMD 

LNE 

VSL

NPL 

EIM 

METAS  

CEM 

44.1

74.4

1.9

74.7

63.5

31.6

3.8

45.9

-71.4

35.7

122.3

19

24

20

24

34

22

22

21

38

18

21

1.16

1.55

1.56

0.93

1.09

-0.94

0.99

5.82

-4.0

10.8

6.6

9.3

-15.1

-15.3

34.4

-133

42.4

22.1

-54.4

45
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58

43
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37

68

-0.99

Steel gage blocks Ceramic gage blocks

bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )
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bj, nm/µm u bA j ( ), 
nm/µm

u bA j ( ), 
nm/µm

E     n b( ) bj, nm/µm E     n b( )

Nominal 
length, 
mm

Diffe-
rences,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Standard
uncertainty,
nm

Diffe-
rences,
nm

Loop Reference 
value, nm

Reference 
value, nm

Reference 
value, nm

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

-5.0

17.2

1.5

-28.4

10.4

-6.8

-10.7

16.2

-3.3

17.1

4.0

4.4

4.9

9.7

4.3

5.7

4.1

6.8

4.8

8.5

1.95

-1.46

1.21

-1.30

1.19

1.01

19.2

—

24.4

-9.2

-8.1

-29.2

-5.9

26.7

-14.5

27.5

6.0

—

7.3

9.2

5.8

6.6

5.4

17.6

9.0

18.4

1.88

1.67

-2.21

24.2

—

-22.9

-19.2

18.3

22.4

-4.8

-9.3

10.5

-10.4

Loop

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

9.3

-159

52

-395

2.4

107

32.6

-26.2

-24.0

-25.3

26

40

31

221

37

37

33

96

28

75

-1.99

0.90

1.45

-52.8

—

-29.5

41

28.0

53.3

50.9

-44.4

-55.0

105.3

56

—

65

88

59

71

53

167

87

116

Laboratory

Table 5. Comparison of the KCRV from report [4] and received on adjustments results by «Metrology Network» 
software for steel gage blocks according to model (4)

https://mi-journal-online.org/index.php/journal
https://doi.org/10.33955/v2(2021)-009
https://mi-journal-online.org/index.php/journal


MEASUREMENTS INFRASTRUCTURE
Measurements infrastructure  Vol. 2 (2021) MI_009_120521		  https://doi.org/10.33955/v2(2021)-009

www.mi-journal-online.org	 14	 © 2021 Measurements infrastructure

linear drift for time range equal to average among the 
measurement time in BEV, METAS and MIKES (q.v. co­
lumn 3 in Table 5).

In columns 7 and 10 of Tables 5 and 6 differences 
of KCRV from [4] and calculated results by «Metrology 
Network» software are entered. Based on the analysis 
of differences, the conclusion is that no strict coinci-
dence of KCRV is found, though no considerable dif-

ferences are found as well. Among 64 analyzed results, 
only 2 difference values as absolute value exceeded 
doubled standard uncertainty of reference value from 
adjustment. Some more difference values mostly for 
ceramic gage blocks exceed standard uncertainty of 
the reference value from adjustment.

This proves that KCRV are made more accu-
rate due to weakening of the estimated systematic  
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8.7
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3.1
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5.0
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4.7
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B
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-1.7
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4.4

5.1
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6.2

4.5

6.8

5.8
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2.45

-0.92

1.16

-1.06

-1.26

0.94

16.2

—
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-7.0

-6.5

-27.7

-3.2

22.1

-18.9

41.7

4.3

—

5.1

8.0

4.9

6.1

4.5
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—
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6.4

6.7
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-0.4

2.4

2.3

2.2

-0.7

-3.2

0.3

-4.9

1.0

2.4

-1.0

-2.3

-0.2

8

-2.7

-47.4

56.2

21.0

-102.3

-102.0

-244.2

-534.7

37.2

26.8

28.2

-68.0
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1.19

1.01

19.2

—

24.4

-9.2

-8.1

-29.2

-5.9

26.7

-14.5

27.5

6.0

—

7.3

9.2

5.8

6.6

5.4

17.6

9.0

18.4

1.88

1.67

-2.21

24.2

—

-22.9

-19.2

18.3

22.4

-4.8

-9.3

10.5

-10.4

Loop

Second group of participants

A

A

A

A

A

A

A

B

B

B

DMDM

SMU 

UME  

NIS 

DFM 

FSB 

JV  

INM 

SP 

IPQ 

9.3

-159

52

-395

2.4

107

32.6

-26.2

-24.0

-25.3

26

40

31

221

37

37

33

96

28

75

-1.99

0.90

1.45

-52.8

—

-29.5

41

28.0

53.3

50.9

-44.4

-55.0

105.3

56

—

65

88

59

71

53

167

87

116

Laboratory

Table 6. Comparison of KCRV from report [4] and received on adjustments results by «Metrology Network» 
software for ceramic gage blocks according to model (4)
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measurement error components influence but in this 
particular case, differences are acceptable. According 
to this «Metrology Network» software may be consid-
ered applicable for processing of comparisons results.

9.	 Short description of future international compre-
hensive comparisons  

Processing of 181 length measurement results of 
steel gage blocks and 178 length measurement results of 
ceramic gage blocks are represented above. Even pro-
cessing of such a relatively small quantity of measure-
ment results using general methodology of adjustment 
by the LSM makes it impossible to use such an acces-
sible instrument as «Excel». Thus, it is connected with 
formulating and solving several dozens of equations.

Let us imagine future comprehensive comparisons 
of short gage blocks provided under the aegis of BIPM 
simultaneously by all regional metrological organiza-
tions. Those comparisons were simulated based on the 
represented above real comparisons. The aim of this 
simulation is to check «Metrology Network» software 
capability of processing much larger quantity of the 
measurement results, linked by cross-measurements.

Comparisons with 120 participating laborato-
ries were simulated. Tasks of finding the possibility to 
establish a tight measurement schedule for analogi-
cal real comparisons for quick passing through them 
were established. For this purpose, comparisons of 12 
steel gage block sets and 12 ceramic gage block sets of 
8 gage blocks each were simulated. Thus, 24 measure-
ment loops of 10 laboratories each one were simulated. 
In each group of 10 laboratories three laboratories were 
simulated, participating in two related loops for both 
two steel and two ceramic gage block sets. Thus, the 
laboratories were combined in groups of 20 each one. 
Moreover, in each group of 20 laboratories three other 
laboratories were simulated, which provided measure-
ments of their group sets and of two more steel gage 
block sets from a related group of 20 laboratories. The 
total number of processed simulated measurements 
is 2442. They are similar in structure and statistical 
characteristics of systematic and random measurement 
error components to real measurements in key com-

parisons process of EURAMET.L-K1.2011 «Measurement 
of gage blocks by interferometer» represented in [4].

«Metrology Network» software perfectly mana
ged this task. All four measurement models were used 
in turns, exactly elementary (3), two simplified (4)  
and (5), when separately additive and multiplicative 
degrees of equivalence are calculated and full model 
(1), when they are calculated together. In all models, 
192 normal equations were formulated for the KCRV. 
Up to 120 more normal equations for additive and up 
to 120 ones for multiplicative degrees of equivalence 
were formulated for the full model. In total, 432 nor-
mal equations for the full model (1) under conditions 
(7) were formulated and solved. Efficiency criteria 
for each model use was decrease of standard devia-
tion of the weight unit (8) as previously. Thus, for the 
elementary model (3) when the solution was actually 
divided by calculation of separate averaged values, 
standard deviation of the weight unit was equal to 
13,75 nm. As a result of the simplified model (5) use, 
when only the multiplicative component was calcu-
lated, decrease was not considerable up to 12,95 nm. 
Nevertheless, after use of the simplified model only 
with additive component, decrease was more con-
siderable up to 11,60 nm. Full model (1) provided de-
crease of standard deviation of the weight unit up to 
10,96 nm. That is 20% in general compared to the ele
mentary model (3).

Above all, use of the additional equations (7) helped 
to calculate all additive degrees of equivalence relative 
to the single zero of the scale, averaged from all measu
rements. Due to equations (7) all multiplicative degrees 
of equivalence are calculated relative to the measure-
ment unit averaged from all measurements. 

It is possible to state that mathematically strict 
processing of such a complicated combination of 
such a large number of measurements is possible only  
using the mathematical apparatus [3] and software of the  
«Metrology Network» type, realizing the general 
methodology of adjustment by the least square me
thod. Thus, there are no restrictions (except the formal 
ones) for the quantity of the measurement subjects and 
objects participating in comparisons, for the quantity 
of the created in the comparisons process loops and 
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quantity of the objects in the loops and quantity of the 
measurements by subjects in different loops. Formal 
restrictions are determined by metrological society. 
Computers capacity used for calculations may be re-
lated to formal restrictions as well. 

10.	 Conclusions

1.	 Specially developed «Metrology network» 
software gives the opportunity to process all compli-
cated combinations of the large quantity of measure-
ment results to receive the comparisons reference 
values for measurement objects and additive and/or 
multiplicative degrees of equivalence of measurement 
subjects (measurement standards).

2.	 Additive and/or multiplicative degrees of 
equivalence of the measurement standards are simple 
for understanding and effective generalized charac-
teristics of the systematic measurement error com-
ponents by measurement standards, received as com-
parisons results. They may be used as corrections in 
the process of calibration or as the reference values for 
providing further comparisons.

3.	 Additive degrees of equivalence of measurement 
standards (interferometers) are proved to be stable and 
constant characteristic of the systematic measurement 

error components of the length measurement of steel 
and ceramic gage blocks during the certain period.

4.	 «Metrology Network»  software realizes the 
general methodology of adjustment by the least square 
method. Thus, it removes restrictions on the quantity 
of measurement subjects and objects participating in 
comparisons and the quantity of created loops. It also 
removes restrictions on quantity of possible linking of 
loops, if under linking of loops may be understood par-
ticipation of one laboratory (subject) in several loops. 
Increase of such linking quantity definitely improves 
general results.

5.	 Removal of mentioned restrictions opens wide 
possibilities for logistics optimization of the large 
quantity of measurement objects (artifacts) circulating 
among the measurement subjects (measurement stan-
dards of the laboratories). Due to such optimization 
and increase of the measurement objects quantity cir-
culating among the laboratories in the process of com-
parison it is possible to avoid considerable increase of 
time on providing comparisons.

6.	 The main conclusion is that formal restrictions 
concerning organization of international comprehen-
sive comparisons at any measurement area are with-
drawn, where metrological society considers it ac-
ceptable.
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